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Abstract In this paper, we present and analyze a constructive polynomial-time
algorithm that helps in solving the problem of comparing FT-ICR data to theoreti-
cal compounds. A brute-force approach to solving the problem is exponential in its
worst-case. Our algorithm serves as the backbone of a more general interactive soft-
ware tool for chemical fingerprinting which is to be developed in a subsequent paper.
A preliminary algorithm analysis shows that our approach is efficient for most com-
mercial applications involving the general problem of determining combinations of
elements that satisfy a set of prescribed constraints.
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1 Introduction

Fourier Transform Ion Cyclotron Resonance Mass Spectrometry (FT-ICR-MS or
FT-ICR or just FT-MS) is widely considered the most versatile and complex method
of mass analysis and detection. First developed in the early 1970s at the University of
British Columbia by researchers Marshall and Comisarow [1], today it is one of the
most sensitive methods of ion detection and enjoys a myriad of important applications
in chemistry and the other basic sciences. FT-ICR depends heavily upon high speed
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computing and also the mathematical algorithms that determine the spectroscopic
parameters from the numerical computer data.

In this paper, we provide a geometrically-based algorithm to help understand the
chemical and biological relationships between a certain marine sediment and a specific
oil sample. The marine sediment contains high levels of minerals (CaCO3, FeOOH,
silicates etc.), organic compounds (hydrocarbons, sulfides, etc.), bacteria, and other
microbes (i.e., diatoms). The results in [2] include a preliminary study that aims to
answer the following basic question: Is oil produced by massive underground bacte-
rial colonies? Specifically, the authors compared a marine sediment sample which was
extracted by an alcohol and analyzed by FT-ICR with the ICR data of an oil extract.
Certainly, a conclusive analysis would be paramount in viewing oil as a renewable
resource. Before we develop the notation for our paper, it would help to understand
the techniques used in [2] so that the main problem that we have solved in this paper
is in its true perspective. First, the two data sets were filtered producing a data set
of only marine sediment compounds that had weight within a prescribed tolerance
of a value from the oil data. This produced a data set with about 1,000 values. The
idea was then to find matches in molecular weight between the filtered data set and
a large number of known molecular compounds. In order to determine the matches,
it was necessary to select a number of elements that might be present in the extracts
and specify lower and upper bounds for each. For instance, in [2], the elements in the
set {C, H, O, N , Na, S, Fe} were ultimately chosen. Next, a computer program that
compared the molecular weight of each sample with the total molecular weight of
every valid combination of elements from the set above was developed. In each case,
when the two values were within a prescribed tolerance (interval), the formula for the
compound resulting from the chosen combination of elements was saved to a file for
further analysis.

Implementing the process described above revealed a potential problem. The run
time of the computer program could very easily become very long. For example, ini-
tially, 13 elements were specified along with the some reasonable lower and upper
bounds. This resulted in having to compare each of the almost 38 billion potential
compounds with the 1,000 real data points; a monumental task. Even after reducing
the number of elements to only seven and a significant paring down of the bounds for
each element, the comparison of the 104 million potential compounds with the real
data points resulted in over 100 billion comparisons. In an effort to further simplify
the analysis, the following constraint was imposed: the number of Hydrogen atoms
must be less than or equal to twice the number of Carbon atoms plus two.

In general, in such analyses, it is useful to allow the researcher to specify tolerance
(interval) constraints for the ratios of the number of atoms between pairs of elements.
For instance, a researcher might be interested only in comparing compounds whose
Nitrogen to Oxygen ratio is between 2 and 4. This further restricts the number of
possible compounds that need to be compared with the real data.

As noted above, previous techniques to determine only the valid compounds subject
to prescribed constraints required the generation of all possible compounds followed
by the meticulous checking of each one to see which combinations satisfied the given
constraints. The current project began as as effort to offer the user of the program
an estimate of the expected run time in advance. However, we have now determined
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a constructive solution to the problem of determining which theoretical compounds
would be the ones that would need to be compared with the real data. In other words,
we will present an algorithm that actually generates all possible compounds that satisfy
the Carbon–Hydrogen Rule and any ratio rules that may be provided.

2 Problem statement

We begin by defining the variables necessary to describe the problem and our solution.
Let E = {x1, x2, . . . , xN } denote the set of N elements chosen by the user. For each
i, 1 ≤ i ≤ N , let L(xi ) and U (xi ) denote the user-specified lower and upper bounds,
respectively, for the number of atoms of element xi and let n(xi ) denote some integer
value in this range. Next, recall that a user of the computer program can also specify
that the ratios of the number of atoms of certain pairs of elements be fixed within a
specified tolerance. We denote the number of such ratios defined by the user as R. For
i and j where 1 ≤ i �= j ≤ N , let r(xi , x j ) denote the ratio of n(x j ) to n(xi ) with
tolerance t (xi , x j ). That is to say, the user specifies that the following must be true

r(xi , x j ) − t (xi , x j ) ≤ n(x j )

n(xi )
≤ r(xi , x j ) + t (xi , x j )

Now we are in position to clearly define the problem.
Problem Given N , R, L(xi ), U (xi ), r(xi , x j ), t (xi , x j ), determine all the possible
combinations of N elements that a user may choose from the set E and which satisfy
each of the following constraints:

1. For each i, 1 ≤ i ≤ N , we must have

0 ≤ L(xi ) ≤ n(xi ) ≤ U (xi ).

2. (Ratio Rule) For i and j where 1 ≤ i �= j ≤ N , we must have

r(xi , x j ) − t (xi , x j ) ≤ n(x j )

n(xi )
≤ r(xi , x j ) + t (xi , x j ).

3. (C−H) Rule Denoting the elements carbon and hydrogen by C and H, respectively,
if n(C) �= 0, then we must have

n(H) ≤ 2n(C) + 2.

3 Developing an algorithm

We begin by determining the set of pairs of integers (n(C), n(H)) that satisfy the C–H
Rule. Observe that this set consists of precisely all of the integer lattice points contained
in the feasible region determined by constraint 1, (as it applies to carbon and hydrogen)
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Fig. 1 Solutions to constraints 1 and 3

and constraint 3. Figure 1 gives a graphical view of such a feasible region. Observe
that the solutions to constraint 1, consist of the integer pairs contained in the rectan-
gular region in the first quadrant as shown in Fig. 1 while the solutions to constraint 3,
consists of the half-plane below the line with slope 2 and y-intercept (0, 2). Thus, in
order to list the set of integer pairs (n(C), n(H)) that satisfy constraints 1 and 3, we
fix the first coordinate n(C) and list the possible second coordinates n(H) that will
ensure that the pair (n(C), n(H)) lies on or under the lines given by n(H) = U (H)

and n(H) = 2n(C)+2. It is easy to see then that the set S(C, H) of carbon-hydrogen
integer pairs that satisfy constraints 1 and 3 is given by

S(C, H) = {(L(C), L(H)), (L(C), L(H) + 1), . . . , (L(C), min(2L(C) + 2, U (H))),

(L(C) + 1, L(H)), (L(C) + 1, L(H) + 1), . . . ,

(L(C) + 1, min(2(L(C) + 1) + 2, U (H))),

(L(C) + 2, L(H)), (L(C) + 2, L(H) + 1), . . . ,

(L(C) + 2, min(2(L(C) + 2) + 2, U (H))),

...

(U (C), L(H)), (U (C), L(H) + 1), . . . , (U (C), min(2U (C) + 2, U (H)))}.

Remark 1 Sometimes, it is possible that for a fixed value of n(C) (say, n(C) = s),
the corresponding second coordinates, n(H), do not form an increasing sequence of
integers. This occurs when the region below the line given by n(H) = 2n(C)+2 does
not intersect the rectangle given by constraint 1. Since we assume that L(H) ≤ U (H),

this occurs precisely when 2s + 2 < L(H). In this case, we will adopt the convention
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of skipping that entire row in the set. That is to say, the set S(C, H) will not contain
any ordered pair with first coordinate equal to s.

We illustrate the set S(C, H) with an example.

Example 1 Suppose L(C) = 1, U (C) = 4, L(H) = 5, and U (H) = 10. Then

S(C, H) = {(1, 5), (1, 6), . . . , (1, min(2(1) + 2, 10),

(2, 5), (2, 6), . . . , (2, min(2(2) + 2, 10),

(3, 5), (3, 6), . . . , (3, min(2(3) + 2, 10),

(4, 5), (4, 6), . . . , (4, min(2(4) + 2, 10)}

Note that the first row of the set above is invalid because 2(1) + 2 < 5. That is to say,
with s = 1, we have 2s + 2 < L(H). Hence, we delete the first row and determine
that

S(C, H) = {(2, 5), (2, 6),

(3, 5), (3, 6), (3, 7), (3, 8),

(4, 5), (4, 6), (4, 7), (4, 8), (4, 9), (4, 10)}

Thus, of the 24 possible (n(C), n(H)) pairs (without regard to any constraints), only
12 satisfy the C–H Rule.

Next, as in the case of the C–H Rule, we determine the set of integer pairs that
satisfy the ratio rules by studying the geometry of the feasible regions determined by
constraints 1 and 2. Let xi and x j be any two elements for which the user has defined

a ratio r(xi , x j ) and tolerance t (xi , x j ) requirement. Recall that r(xi , x j ) = n(x j )

n(xi )
.

Again, constraint 1 defines a rectangular region in the first quadrant. For the sake of
convenience of notation, let a = a(i, j) = r(xi , x j ) − t (xi , x j ) and b = b(i, j) =
r(xi , x j ) + t (xi , x j ). Clearly, the equations given by n(x j ) = an(xi ) and n(x j ) =
bn(xi ) denote straight lines through the origin with different slopes (otherwise, if
a = b, then r(xi , x j ) = t (xi , x j ) = 0, which is impossible). In this case, the feasible
region is given by the intersection of the regions below the line n(x j ) = bn(xi ), above
the line n(x j ) = an(xi ), and inside the rectangle given by constraint 1 as it applies
to the elements xi and x j (see Fig. 2). Similar to the C–H Rule, we fix n(xi ) and
list the possible values of n(x j ). Thus, it is easy to see that the set of integer pairs
(n(xi ), n(x j )) that satisfy constraints 1 and 2 is given by
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Fig. 2 Solutions to constraints 1 and 2 for a single pair of chosen elements

R(xi , x j )

= {(L(xi ), max(�aL(xi )�, L(x j ))), (L(xi ), max(�aL(xi )�, L(x j )) + 1), . . . ,

(L(xi ), min(�bL(xi )�, U (x j ))), (L(xi ) + 1,

max(�a(L(xi ) + 1)�, L(x j ))), (L(xi ) + 1, max(�a(L(xi ) + 1)�, L(x j )) + 1), . . . ,

(L(xi ) + 1, min(�b(L(xi ) + 1)�, U (x j ))),

(L(xi ) + 2, max(�a(L(xi ) + 2)�, L(x j ))), (L(xi ) + 2, max(�a(L(xi ) + 2)�,
L(x j )) + 1), . . . , (L(xi ) + 2, min(�b(L(xi ) + 2)�, U (x j ))),

...

(U (xi ), max(�aU (xi )�, L(x j ))), (U (xi ), max(�aU (xi )�, L(x j )) + 1), . . . ,

(U (xi ), min(�bU (xi )�, U (x j )))}.

Remark 2 Just as in the case of the C–H Rule, sometimes, it is possible to generate
invalid integer pairs using the formula above. This occurs in one of two cases. Either
the half-plane given by n(x j ) > an(xi ) does not intersect the rectangle determined by
constraint 1, or the half-plane given by n(x j ) < bn(xi ) does not intersect the rectangle
determined by constraint 1. That is to say, for some first coordinate (say, n(xi ) = s),
we have either as > min(�bs�, U (x j )) or bs < max(�as�, L(x j )). In either case, we
ignore that row in the set R(xi , x j ).
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We illustrate the set R(xi , x j ) with an example that builds on Example 1.

Example 2 Suppose xi = C, x j = H, L(C) = 1, U (C) = 4, L(H) = 5, and
U (H) = 10. Further suppose the user requires that the ratio of n(H) to n(C) be 1
with a tolerance of 1. That is to say, r(C, H) = 1 and t (C, H) = 1. In this case
a = r(C, H) − t (C, H) = 1 − 1 = 0 and b = r(C, H) + t (C, H) = 1 + 1 = 2.

Then

R(C, H) = {(1, max(�0(1)�, 5)), (1, max(�0(1)�, 5) + 1), . . . , (1, min(�2(1)�, 10)),

(2, max(�0(1 + 1)�, 5)), (2, max(�0(1 + 1)�, 5) + 1), . . . ,

(2, min(�2(1 + 1)�, 10)),

(3, max(�0(1 + 2)�, 5)), (3, max(�0(1 + 2)�, 5) + 1), . . . ,

(3, min(�2(1 + 2)�, 10)),

(4, max(�0(1 + 3)�, 5)), (4, max(�0(1 + 3)�, 5) + 1), . . . ,

(4, min(�2(1 + 3)�, 10))}

Note that the first and second rows are invalid since with s = 1 and s = 2, respectively,
we have bs < max(�as�, L(x j )). Consequently

R(C, H) = {(3, 5), (3, 6), (4, 5), (4, 6), (4, 7), (4, 8)}.

So, of the 24 possible (n(C), n(H)) pairs (without regard to any constraints), only six
satisfy the Ratio Rule prescribed in Example 2.

Now, we are in a position to generalize the approach demonstrated above to the
case where the user may choose more than two elements and specify several ratios
between some or all of the chosen elements. We do so by computing all of the sets
R(xi , x j ) and the set S(C, H) and determining their simultaneous intersection.
We will conclude this section with an example that builds further on Examples 1 and
2 given above.

Example 3 Suppose the user chooses four elements x1 = C (Carbon), x2 = H
(Hydrogen), x3 = P (Phosphorus), and x4 = O (Oxygen). Let the bounds on the
four elements be as follows: L(C) = 1, U (C) = 4, L(H) = 5, U (H) = 10, L(P)

= 0, U (P) = 7, L(O) = 2, and U (O) = 6. Next, suppose the user specifies the
following ratios and tolerances: r(C, H) = 1, t (C, H) = 1, r(C, P) = 2, t (C, P)

= 0.5, r(O, H) = 1, and t (O, H) = 1.
Note that we have already determined the sets S(C, H) and R(C, H) in Examples 1
and 2, respectively. Next, we must determine the sets R(C, P) and R(O, H). We do
so exactly as demonstrated in Example 2.

In the case of xi = C and x j = P , note that a = 2 − 0.5 = 1.5 and b = 2 + 0.5 =
2.5. Hence following the formula for the set R(xi , x j ) shown above Example 2, we
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have

R(C, P) = {(1, max(�1.5(1)�, 0)), (1, max(�1.5(1)�, 0) + 1), . . . ,

(1, min(�2.5(1)�, 7)),

(2, max(�1.5(2)�, 0)), (2, max(�1.5(2)�, 0) + 1), . . . ,

(2, min(�2.5(2)�, 7)),

(3, max(�1.5(3)�, 0)), (3, max(�1.5(3)�, 0) + 1), . . . ,

(3, min(�2.5(3)�, 7)),

(4, max(�1.5(4)�, 0)), (4, max(�1.5(4)�, 0) + 1), . . . ,

(4, min(�2.5(4)�, 7))}

Consequently,

R(C, P) = {(1, 2), (2, 3), (2, 4), (2, 5), (3, 5), (3, 6), (3, 7), (4, 6), (4, 7)}.

Next, we determine the set R(O, H). In this case, a = 1 − 1 = 0 and b = 1 + 1 = 2.
Applying the formula for R(xi , x j ) with xi = O and x j = H , we get

R(O, H) = {(2, max(�0(2)�, 5)), (2, max(�0(2)�, 5) + 1), . . . , (2, min(�2(2)�, 10)),

(3, max(�0(3)�, 5)), (3, max(�0(3)�, 5) + 1), . . . ,

(3, min(�2(3)�, 10)),

(4, max(�0(4)�, 5)), (4, max(�0(4)�, 5) + 1), . . . ,

(4, min(�2(4)�, 10)),

(5, max(�0(5)�, 5)), (5, max(�0(5)�, 5) + 1), . . . ,

(5, min(�2(5)�, 10)),

(6, max(�0(6)�, 5)), (6, max(�0(6)�, 5) + 1), . . . ,

(6, min(�2(6)�, 10))}

Note that the first row is invalid since bs < max(�as�, L(x j )) with s = 1.
Consequently,

R(O, H) = {(3, 5), (3, 6), (4, 5), . . . , (4, 8),

(5, 5), . . . , (5, 10), (6, 5), . . . , (6, 10)}.

Now, we have all the necessary information to determine the possible values for
n(C), n(H), n(P), and n(O) that may be used to create valid combinations of the
four elements C, H, P, and O. To do this, we have to determine the intersection of
the various sets R(xi , x j ) along with the Carbon–Hydrogen Rule set S(C, H). We
do this by essentially inflating each set to take into account the elements that are not
present in that set. This is done so that all of the rules involving a particular element are
satisfied. We will complete this example in the next section after we formally present
the algorithm that demonstrates this method and consequently, solves the problem.
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4 The algorithm

In this section, we provide an algorithm to generate all of the valid combinations of
elements chosen by the user subject to the user’s constraints. Along with the notation
used in previous sections, we will introduce some new notation during the course of
developing the algorithm. Recall that N denotes the number of elements chosen by
the user and R denotes the total number of ratio rules that need to be observed. Let
K = max{U (xi ) − L(xi ) | 1 ≤ i ≤ N }. Thus, K is the largest range provided by the
user.

Our overall strategy is to construct a matrix of ordered pairs whose columns corre-
spond to the elements in the analysis. Each ordered pair specifies a lower and upper
bound for an element. A row in the matrix specifies a unique set of combinations of
elements that satisfy constraints 1, 2, and 3. To do this, we first define a matrix Ri j for
each constraint R(xi , x j ) whose rows satisfy that particular ratio constraint. Next, we
define a similar matrix for the S(C, H) constraint. Finally, we define a simultaneous
intersection of all of these matrices to obtain the resultant matrix of solutions.

If we examine the definition of rows of the sets R(xi , x j ), we observe a symmetry
that is useful in constructing an algorithm. For instance, we see that the first coordinate
in each ordered pair in any particular row always has the same value. Noting this, we
define

Li = min{s | as ≤ min(�bs�, U (x j )) and bs ≥ min(�as�, L(x j ))} and

Ui = max{s | as ≤ min(�bs�, U (x j )) and bs ≥ min(�as�, L(x j ))}

in order to determine the first and last valid rows of a set R(xi , x j ). In other words,
we could say that the values of the first coordinate for any ordered pair in the first row
must range from a lower bound of Li to an upper bound of Li . Likewise, the values
of the first coordinate for any ordered pair in the second row ranges from Li + 1 to
Li +1, etc. We define a column vector of these lower and upper bounds for the values
of the first coordinate for each row as follows

[(Li , Li ) (Li + 1, Li + 1) . . . (Ui , Ui )]T

For each j , let ri j denote the number of rows in any set R(xi , x j ). Thus, ri j =
Ui − Li + 1. Considering the second coordinate of each ordered pair in a row, define

L jk = max(�a(Li + (k − 1))�, L(x j )), k = 1, 2, . . . , ri j and

U jk = min(�b(Li + (k − 1))�, U (x j )), k = 1, 2, . . . , ri j .

Thus, we define a vector of lower and upper bounds for the second coordinates for
each row as

[(L j1, U j1) (L j2, U j2) . . . (L jri j U jri j )]T
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Next, consider the filler vector

[(L(x p), U (x p)) (L(x p), U (x p)) . . . (L(x p), U (x p))]T where p = 1, . . . , N ;
p �= i, j.

Now, we define a matrix Ri j for each set R(xi , x j ) that consists of a combination
of the vectors defined above. In general, we define

Ri j =

⎡
⎢⎢⎢⎣

(L(x1), U (x1)) . . . (Li , Li ) . . . (L j1, U j1) . . . (L(xN ), U (xN ))

(L(x1), U (x1)) . . . (Li+1, Li+1) . . . (L j2, U j2) . . . (L(xN ), U (xN ))
...

...
...

...
...

...
...

(L(x1), U (x1)) . . . (Ui , Ui ) . . . (L jri j , U jri j ) . . . (L(xN ), U (xN ))

⎤
⎥⎥⎥⎦

We note that each row of Ri j specifies unique combinations of all elements that are
valid with respect to the ratio of n(x j ) to n(xi ). We demonstrate the matrix Ri j with
the parameters in Example 3. Suppose the elements are ordered: C, H, P, O. Then,
using the definition for Ri j above, we have

RC P =

⎡
⎢⎢⎣

(1, 1) (5, 10) (2, 2) (2, 6)

(2, 2) (5, 10) (3, 5) (2, 6)

(3, 3) (5, 10) (5, 7) (2, 6)

(4, 4) (5, 10) (6, 7) (2, 6)

⎤
⎥⎥⎦

The first row of RC P specifies that all combinations where 1 ≤ n(C) ≤ 1, 5 ≤ n(H) ≤
10, 2 ≤ n(P) ≤ 2, and 2 ≤ n(O) ≤ 6 satisfy the ratio rule for Phosphorus to Carbon.
Similarly, the remaining rows specify the remainder of the valid combinations.

Next, we obtain a corresponding matrix SC H obtained from the set S(C, H) in
exactly the same way as we obtained the matrix Ri j with the following definitions

Li = LC = min{s | 2s + 2 ≥ L(H)}
Ui = UC = U (C)

L jk = L Hk = L(H), for k = 1, 2, . . . , rC H .

U jk = UHk = min(2(Li + (k − 1)) + 2, U (H)), for k = 1, 2, . . . , rC H .

Finally, we define the intersection of all R of the ratio matrices Ri j and the matrix
SC H which yields a matrix that specifies all valid combinations. In other words, the
intersection matrix specifies the solution to the original problem. First, define the
intersection of a set of N ordered pairs as follows

(a1, b1) ∩ (a2, b2) ∩ · · · ∩ (aN , bN ) = (max(a1, . . . , aN ), min(b1, . . . , bN ))

provided max(a1, . . . , aN ) ≤ min(b1, . . . , bN ); otherwise, we define the intersection
to be null. Next, we define the intersection of a single row chosen from each matrix
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as follows

[(a1, b1) . . . (aN , bN )] ∩ [(c1, d1) . . . (cN , dN )] ∩ [(p1, q1) . . . (pN , qN )]
= [(a1, b1) ∩ (c1, d1) ∩ · · · ∩ (p1, q1) . . . (aN , bN ) ∩ (cN , dN ) ∩ · · · ∩ (pN , qN )]

A row is considered null if the pair-wise intersection of any of the ordered pairs is null.
Finally, the resultant matrix is comprised of the non-null set of rows that correspond
to the intersection of each row with every combination of rows from each matrix. We
demonstrate this final construction by continuing and completing the solution corre-
sponding to Example 3. Thus, the resultant matrix corresponding to the intersection
S(C, H) ∩ R(C, H) ∩ R(C, P) ∩ R(O, H) is obtained as follows:

⎡
⎣

(2, 2) (5, 6) (0, 7) (2, 6)

(3, 3) (5, 8) (0, 7) (2, 6)

(4, 4) (5, 10) (0, 7) (2, 6)

⎤
⎦ ∩

[
(3, 3) (5, 6) (0, 7) (2, 6)

(4, 4) (5, 8) (0, 7) (2, 6)

]

∩

⎡
⎢⎢⎣

(1, 1) (5, 10) (2, 2) (2, 6)

(2, 2) (5, 10) (3, 5) (2, 6)

(3, 3) (5, 10) (5, 7) (2, 6)

(4, 4) (5, 10) (6, 7) (2, 6)

⎤
⎥⎥⎦ ∩

⎡
⎢⎢⎣

(1, 4) (5, 6) (0, 7) (3, 3)

(1, 4) (5, 8) (0, 7) (4, 4)

(1, 4) (5, 10) (0, 7) (5, 5)

(1, 4) (5, 10) (0, 7) (6, 6)

⎤
⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(3, 3) (5, 6) (5, 7) (3, 3)

(3, 3) (5, 6) (5, 7) (4, 4)

(3, 3) (5, 6) (5, 7) (5, 5)

(3, 3) (5, 6) (5, 7) (6, 6)

(4, 4) (5, 6) (6, 7) (3, 3)

(4, 4) (5, 8) (6, 7) (4, 4)

(4, 4) (5, 8) (6, 7) (5, 5)

(4, 4) (5, 8) (6, 7) (6, 6)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

We can see that the first four rows each specify 1 × 2 × 3 × 1 = 6 valid combinations,
the fifth row specifies four combinations, and the last three rows each specify eight
combinations for a total of 52 valid combinations of the four elements C, H, O, P.

This completes the solution to the problem in Example 3.

5 Algorithm analysis

In this section, we present a theoretical and empirical analysis of our algorithm. We
also provide a comparison with a brute force approach to solving the problem. We
assume that the primitive operations (such as division, comparison etc.) are indepen-
dent of the inputs. This is a valid assumption in general and certainly in the context
of our specific application [3]. We will express the complexity as a function of the
variables N and K defined in the previous section. In both cases, we will use the
“big-oh” notation [4] to express the worst-case complexity.

First, we determine the worst-case complexity of a brute-force method. In this case,
we first generate all possible combinations of N elements where each element has a
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maximum range of K . There are a maximum of K N such combinations. Next, we note
that the user may provide a maximum of N (N−1)

2 ratios between the N elements. In
addition, we have the C–H Rule which adds one to the maximum number of rules that
need to be followed. Thus, there are a total of N (N−1)+2

2 rules that need to be checked.
Each rule involves either a comparison (C–H Rule) or a division (Ratio Rule) fol-
lowed by a comparison. Thus, the worst-case complexity of such a method is at least
O(N 2 K N ).

Next, we determine the worst-case complexity of the algorithm developed in the
previous section. For each ratio set R(xi , x j ), the corresponding matrix Ri j has at
most K rows and exactly N columns. And, there are at most N (N−1)+2

2 such matrices
(Ratio Rules and C–H Rule). First, we determine the maximum cost of comparing
any two matrices. Recall that each row of a matrix Ri j is compared (element-wise)
with every row of the matrix R(i+1) j . The comparison of any two rows requires N
comparisons. Since there are at most K rows in every matrix, it takes at most K N
comparisons between any given row of Ri j and all of the rows of R(i+1) j . Thus it
takes at most N K 2 comparisons between the matrices Ri j and R(i+1) j . Finally, since
there are at most N (N−1)+2

2 matrices, the worst-case complexity of our algorithm is
O(N 3 K 2).

We conclude this section with a few remarks about the performance (theoretical
and practical) of our algorithm. For fixed values of K and increasing values of N ,
our algorithm runs in polynomial time even in the worst-case whereas a brute-force
method such as the one described above grows exponentially. It is easy to show that the
only cases where the brute-force method may be faster than our algorithm are when
K = 1 (which means every chosen element can take exactly one value) or N ≤ 4. In
all other cases, our algorithm is significantly more efficient than a brute-force method.

Certainly, in the context of our original problem of trying to study whether oil is
produced by large underground colonies of bacteria, realistically, N ≤ 15 and K ≤
200. For the sake of comparison, assuming a unit cost for all fundamental operations
(divisions, comparisons etc.), when N = 15 and K = 200, our algorithm takes about
135 million fundamental operations whereas the brute-force method described takes
nearly 7.37 × 1036 operations! This renders our algorithm readily implementable as
opposed to one that is based on a brute-force method. In fact, in a subsequent paper [5],
we provide an implementation and in-depth performance analysis of our algorithm.

In conclusion, we hope that the general nature of our algorithm and its imple-
mentation will provide researchers with a valuable and efficient tool to help analyze
and determine the spectroscopic parameters from numerical computer data obtained
through Fourier Transform Ion Cyclotron Resonance Mass Spectrometry. In fact, our
algorithm may be easily adapted even to problems where all of the specified constraints
are simply required to be monotonic (increasing or decreasing) and not necessarily just
linear. Lastly, the worst-case complexity of our algorithm grows polynomially when
the number of constraints increases polynomially. This is an invaluable characteristic
that may be fully utilized when solving a wide variety of problems.

123



J Math Chem (2008) 44:75–87 87

References

1. M.B. Comisarow, A.G. Marshall, Chem. Phys. Lett. 25 p. 282, (1974)
2. J. Bryant, T.J. Manning, D.R. Gibson, A.G. Marshall, R. Rogers, Comparing Chemical Fingerprints:

Is Oil the Product of Bacterial Production? 58th Southeast Regional Meeting of the Americal Chem-
ical Society, Augusta, GA, United States, November 1–4 (2006), SRM06-704. American Chemical
Society, Washington, D.C. CODEN: 69INUY Conference; Meeting Abstract written in English. AN
2006:1191233 CAPLUS

3. T.H. Cormen, C.E. Leiserson, R.L. Rivest, Introduction to Algorithms. McGraw-Hill Publishing (1990)
4. C. Tovey, Interfaces (INFORMS) 32 (3), 30 (2002)
5. H. Pulapaka, D.R. Gibson, A Fast Algorithm and Software for Analysis of FT-ICR Data

123


	An efficient algorithm for chemical fingerprinting
	Abstract
	Introduction
	Problem statement
	Developing an algorithm
	The algorithm
	Algorithm analysis
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


